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ABSTRACT

Recently, large language models (LLMs) have demonstrated
impressive capabilities and gained widespread applications.
However, their direct application to recommendation tasks
(e.g., rating prediction task) often falls short of optimal results
due to a lack of understanding of collaborative information in
recommendations. In this paper, we propose Large lAnguage
Model Augmented Recommendation (LAMAR) framework
to address this limitation. Instead of relying solely on LLMs,
our framework combines their outputs with traditional rec-
ommendation models, leveraging both collaborative and se-
mantic information. We further enhance the recommendation
performance through an ensemble of diverse prompts and uti-
lize LLMs to extract side information for augmenting tradi-
tional recommendation models. Empirical studies on real-
world datasets demonstrate that LAMAR outperforms exist-
ing approaches, highlighting the benefits of leveraging LLMs
in recommendation systems. Code is available at https:
//github.com/sichunluo/LAMAR.

Index Terms— recommender system, large language
model, rating prediction

1. INTRODUCTION

Recommender systems have become widely adopted in vari-
ous domains to address the issue of information overload [1,
2, 3]. One crucial task in recommendation is rating prediction,
which involves predicting the ratings or preferences that a
user would assign to items in a recommender system [4]. Tra-
ditional recommender systems often employ neural networks
or similar models to generate recommendations based on user
preferences [5, 6]. Although these systems have shown ef-
fectiveness, they also have inherent limitations. Specifically,
two key challenges emerge: First, traditional models typi-
cally transform features into embeddings, neglecting the tex-
tual semantic information associated with the features. Sec-
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ond, these systems often lack side information, such as movie
directors in movie rating prediction, which hinders their abil-
ity to achieve better performance.

In recent years, large language models (LLMs) have
demonstrated remarkable capabilities in various domains,
including natural language understanding, language genera-
tion, and complex reasoning [7, 8]. However, in contrast to
computer vision and natural language processing, the field
of recommender systems lacks a standardized foundation
model, making it challenging to transfer knowledge between
different recommendation scenarios [9]. Drawing inspiration
from the success of LLMs in other domains, researchers have
begun exploring the potential of applying LLMs to recom-
mender systems [10, 11]. Unlike traditional recommender
systems that typically rely on training neural networks to
model user preferences [5], LLM-based recommendations
involve directly prompting the LLMs to generate recommen-
dations. Therefore, we aim to leverage LLMs to enhance the
existing traditional recommender systems.

Nevertheless, preliminary explorations into the integra-
tion of LLMs, such as ChatGPT, into recommendation tasks
have yielded less satisfactory outcomes [10, 11]. LLMs still
encounter formidable challenges in various recommendation
tasks, including sequential and top-k recommendations. Con-
sequently, the direct utilization of LLMs for recommendation
purposes may not be the most optimal approach. The lim-
itations in leveraging LLMs for recommendation can be at-
tributed to two pivotal factors. Firstly, LLMs encounter diffi-
culties in comprehending the semantic meaning of user/item
IDs, which poses challenges for ID-based recommendations.
Secondly, the extensive candidate set involved in recommen-
dation tasks makes it arduous to incorporate and fully com-
prehend the collaborative information within the LLMs.

In this paper, we propose Large lAnguage Model Augmented
Recommendation (LAMAR), a general model agnostic frame-
work that augments the traditional recommendation systems
by integrating LLMs. LAMAR introduces an adaptive merg-
ing module to effectively combine these two methods, which
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Fig. 1: The overall framework of LAMAR, with comparison with (a) LLM-based Recommendation and (b) Traditional Rec-
ommendation.

allows us to leverage the advantages of traditional recommen-
dation models, which excel at understanding ID features and
collaborative information, and LLM-based recommendation
models, which excel at comprehending textual information
and reasoning. By incorporating an adaptive merging mod-
ule, we can optimize the performance of the recommendation
system. Moreover, we employ a diverse prompt ensemble
technique to generate multiple answers from LLMs. By av-
eraging these answers, we can obtain more accurate results,
taking advantage of the diverse perspectives provided by the
LLMs. Furthermore, we utilize the capabilities of LLMs to
provide valuable side information, which supports the tra-
ditional recommendation model in making more accurate
predictions. By leveraging the additional information pro-
vided by LLMs, we enhance the accuracy and effectiveness
of the recommendation system. We performed extensive
experiments on two real-world datasets, employing various
backbone models, to evaluate the performance of our pro-
posed LAMAR framework in the rating prediction task. The
experimental results demonstrate the effectiveness of our
method in effectively augmenting existing recommendation
models.

In a nutshell, our contribution is threefold.

• We introduce a novel and model-agnostic framework called
LAMAR, which enhances traditional recommendation
models by incorporating LLMs. By leveraging the se-
mantic information comprehension and reasoning abilities
of LLMs, our framework extends the capabilities of tradi-
tional recommendation models.

• LAMAR prompt LLMs to generate side information that
augments traditional recommendation models. Further-
more, we propose using diverse prompts ensemble to
further improve the recommendation performance of the
LAMAR framework.

• Empirical studies conducted on the rating prediction task
demonstrate the effectiveness of LAMAR. We observe
obvious improvements in recommendation performance
through rigorous evaluation and comparison with existing
approaches.

2. METHOD

Figure 1 illustrates the architecture of our proposed LAMAR
framework. In contrast to traditional recommendation mod-
els, we integrate the strengths of both traditional and LLM-
based recommendation models to leverage their respective
advantages. Additionally, we incorporate diverse prompts to
further enhance the performance of the framework. More-
over, we prompt LLMs to generate valuable side information
that enriches the traditional recommendation model.

2.1. Recomemndation with LLMs

2.1.1. Prompt Construction for Rating Prediction Task

Following [10], we construct prompts tailored to the specific
characteristics of the rating prediction task. These prompts
serve as inputs for the LLMs, enabling them to generate rec-
ommendation results based on the prompt specifications.

The prompt template we employ is as follows:
### Instruction:
Based on the rating history below, please
predict user’s rating for the movie:
{movie name}. The output must predict the
user’s rating, and then explain the reasons
why the user will give the rating. While
predicting the user’s rating for the movie,
the user’s preference and the features of
the movie should be considered.



### Information:
Here is user rating history:
{rating history}
### Format Example:
title: <Movie Title>
rating: x stars
reasons: {reasons}
### Answer: {LLM output}

2.1.2. Diverse Prompts

Motivated by the work of [12, 13], we incorporate the use of
diverse prompts to augment the performance of our LAMAR
framework. By employing different prompts, we can elicit
different reasoning paths within the LLMs, leading to more
reliable and comprehensive results.

In our approach, the process of generating rating pre-
diction using diverse prompts can be denoted as r = θ(p),
where p represents the prompt used, and θ represents the
LLM-based recommendation model. We utilize k diverse
prompts, resulting in multiple recommendation outputs:
{r1 = θ(p1), . . . , rk = θ(pk)}. To consolidate these multiple
outputs and obtain a final score, we employ an averaging
mechanism. Specifically, we compute the average of the k
recommendation outputs as: rLLM = 1

k

∑k
i=1 ri. By aver-

aging the diverse recommendation results, we obtain a more
robust and accurate final score for the recommendations.

2.2. Side Information Augmented Recommendation

In the traditional recommendation scenario, the available data
for modeling is often limited. However, aggregating side in-
formation can significantly enhance the recommendation per-
formance. To leverage side information, we utilize LLMs
within our LAMAR framework.

In the traditional recommendation model, we can denote
the recommendation process as r = ψ(fid, ffeature), where
ψ represents the traditional recommendation model, such as
DeepFM [5] or other similar models. Here, fid represents
the ID features, and ffeature represents additional features. To
incorporate side information provided by LLMs, we intro-
duce the LLM denoted as θ. By applying a prompt p′ to
the LLM, we obtain the side information fs, which captures
additional semantic knowledge related to the recommenda-
tion task. Hence, the rating prediction can be expressed as
rRec = ψ(fid, ffeature, fs), where we augment the traditional
recommendation model with the LLM-generated side infor-
mation.

The prompt template we utilize within our LAMAR
framework to generate side information is as follows:
### Instruction:
Provide detailed information of the movie
{movie name}, including the director,
scriptwriters, stars, and keywords of the
plot and style. The provided information

must be correct.
### Format Example:
{example}
### Answer: {LLM output}

2.3. Adaptive Merging

In the context of the long-tail phenomenon, where users with
a large number of interactions tend to perform better in tra-
ditional recommendation models [14, 15], we propose an
adaptive merging approach within our LAMAR framework.
This adaptive merging combines the results obtained from
both LLM-based and traditional recommendation models
adaptively. The final score for user u and item v is computed
as: ru,v = αru,vLLM + (1 − α)ru,vRec , where ru,vLLM represents
the rating prediction score for user u and item v from the
LLM-based model, and ru,vRec represents the score from the
traditional recommendation model. The hyperparameter α
controls the weight given to each recommendation model’s
score. To adaptively determine α, we consider the number of
interactions for user u. If the number of interactions exceeds
a threshold γ, we set α = α1. Otherwise, we set α = α2,
where α1 < α2.

This adaptive merging mechanism allows us to dynami-
cally adjust the contribution of the LLM-based model and the
traditional recommendation model based on the user’s inter-
action history.

3. EXPERIMENT

In this section, we perform experiments on real-world datasets
for evaluating various methods on rating prediction tasks.

Table 1: Dataset Statistics.

Dataset Kaggle-Movie MovieLens-100K

# of user 670 943
# of item 5,977 1,682

# of rating 96,761 100,000
density 0.024162 0.063046

User Features N/A IDs, Gender, Occupation
ZipCode, Age

Item Features IDs, Title, Genres, Year

LLM Generated Features Movie Director, Scriptwriter, Stars

3.1. Experiment Setup

Dataset. To evaluate the effectiveness of proposed LAMAR,
we conduct experiments on MovieLens-100K (ML-100K) [16]
dataset, which is widely used for evaluating recommendation
algorithms in the context of movie rating prediction. We also
use Kaggle-Movie [17], which is an extended MovieLens
dataset released on Kaggle. The characteristics of datasets
are summarized in Table 1.



Table 2: Performance achieved by different methods. The
better results are highlighted in boldfaces.

Backbone w/ LAMAR Kaggle Movie ML-100K

RMSE ↓ MAE ↓ RMSE ↓ MAE ↓
LLaMA − 1.0404 0.7459 1.1886 0.9093

DeepFM × 0.9873 0.7765 1.1204 0.8729
✓ 0.9582 0.7505 1.0778 0.8399

NFM × 1.0379 0.7806 1.0581 0.8323
✓ 0.9882 0.7500 1.0345 0.8157

DCN × 1.0299 0.7794 1.1121 0.8591
✓ 0.9907 0.7531 1.0765 0.8343

AFM × 1.0378 0.8016 1.0938 0.8385
✓ 0.9980 0.7722 1.0623 0.8203

xDeepFM × 1.0625 0.8134 1.2528 0.9766
✓ 1.0094 0.7712 1.1497 0.9007

AutoInt × 0.9881 0.7636 1.0970 0.8581
✓ 0.9646 0.7423 1.0613 0.8296

Table 3: Ablation study on ML-100K dataset with backbone
model DeepFM. The best results are highlighted in boldfaces.

Variants RMSE ↓ MAE ↓
LAMAR 1.0778 0.8399

w/o diverse prompt 1.0952 0.8547
w/o side information 1.0825 0.8438
w/o adaptive merging 1.0958 0.8541

Evaluation Metrics. In line with [18], we employ two eval-
uation metrics: Root Mean Squared Error (RMSE) and Mean
Absolute Error (MAE).
Backbone Models. We incorporate our LAMAR with the
following recommendation models that are often used for
predicting ratings in recommender systems: CCPM [19],
DeepFM [5], NFM [1], DCN [20], AFM [21], xDeepFM
[22], and AutoInt [23]. To make our results fully reproduc-
tive, we utilize the open-source LLaMA [8] model as the
backbone model for LLM.
Experiment Settings. To ensure a fair comparison, we adopt
the best hyper-parameter settings reported in the original
papers of the baselines, and fine-tune all baseline hyper-
parameters using grid search. We adopt the leave-one-out
strategy [17] to use the last interacted item to test, the second
last interacted item to validate, and others to train for each
user. In the default setting, α1 is set to 0.1, α2 is set to 0.3,
and γ is set to 80.

3.2. Main Result

We evaluate baselines and our method using two datasets
to evaluate the performance under different scenarios. Ta-
ble 2 summarizes the model performance on these datasets.
Through our experiments, we observed that by leverag-

ing LLMs to augment traditional recommendation models,
LAMAR significantly improves the recommendation perfor-
mance. The collaborative information captured by traditional
models, combined with the semantic information provided
by LLMs, leads to more accurate rating prediction. Besides,
comparing the performance of LAMAR against standalone
LLM models, we observed that LAMAR consistently outper-
forms LLM models in terms of recommendation accuracy.
This suggests that the integration of LLMs within the tra-
ditional recommendation framework enhances the overall
performance, leveraging the strengths of both approaches.

3.3. Ablation Study

We perform ablation studies to analyze different components
of our model. The results are shown in Table 3. Specifi-
cally, we build three variants: w/o diverse expert, w/o side
information, and w/o adaptive merging. By using multiple
prompts, we enable the LLMs to capture a broader range
of semantics, resulting in more comprehensive and accurate
recommendations. In addition, through adaptive merging
method, LAMAR achieved superior recommendation per-
formance compared to using standard ones. Moreover, side
information merging improves recommendation quality. The
utilization of LLMs to extract side information that augments
traditional recommendation models proved to be highly ef-
fective. This demonstrates the value of leveraging LLMs
for extracting relevant and complementary information to
enhance recommendations.

4. CONCLUSION

In this paper, we introduces the LAMAR framework, which
leverages LLMs to augment recommendation systems. We
address the limitation of LLMs in understanding collabora-
tive information by combining their outputs with traditional
recommendation models. By incorporating both the collab-
orative information extracted by traditional models and the
semantic information extracted by LLMs, LAMAR achieves
improved recommendation performance. We further enhance
LLM-based recommendations by employing an ensemble of
diverse prompts, which boosts the effectiveness of the frame-
work. Additionally, we utilize LLMs to extract side informa-
tion that enhances traditional recommendation models, pro-
viding a comprehensive approach to recommendation tasks.
Empirical studies conducted on real-world datasets validate
the effectiveness of our proposed method.
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